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A pretty complicated “household” light field

∫
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Resampling rays: synthetic aperture rendering

∫
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World’s first spoon camera array

“The idea of this paper is insane.” [Reviewer #2]

[Wender, Iseringhausen, Goldluecke, Fuchs, Hullin,
VMV 2015]
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Droplet light field camera

[Iseringhausen, Goldluecke, Pesheva, Iliev, Wender, Fuchs, Hullin
Best poster award ICCP 2016]∫
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However we record a light field, for this tutorial,
we assume a representation in a simple standard structure.
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A 4D lightfield for the purpose of this talk
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Regular grid of subaperture views, identical pinhole cameras, parallel optical axes,
parametrized with view coordinates (s, t) and image coordinates (x , y).∫
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Key questions

What is the structure of this representation, and what does a
lightfield tell us about the 3D scene?

How can we extend state-of-the-art image analysis techniques to
light fields?

∫
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Overview

1 Introduction

2 Disparity and depth reconstruction

3 Inverse problems on ray space

4 Light field super-resolution

5 Summary
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Quick reminder: two-frame stereo and cost volumes

∫
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Two-frame stereo and cost volumes

Disparity cost volume, e.g. pixel-wise

ρ(x , y , d) = ‖IL(x , y)− IR(x − d , y)‖ .

Many different (usually patch-based) cost-functions in use.

∫
10 / 76



Point-wise costs and the need for optimization

Often multiple local minima

Flat regions: often no information, noise a problem

Usual approach: embed cost function in global optimization scheme,
e.g. solve

argmin
u

R(u) +
∑
p,d

ρ(p, d)


with a regularizer R.

Often spatially varying amount of regularization, depending on how
much we trust the cost function.

Some remarks on optimization later.
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Light-field specific cost volumes?

∫
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Light field parametrization

X

Y
Z

s t

u
v

r
f

Π

Ω

Lightfield is a map on 4D space:

(x , y , s, t) 7→ L(x , y , s, t) or (p, b) 7→ L(p, b)

with pixel coordinates p and camera coordinates b.∫
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The slope-depth relationship

Z

P = (X ,Y ,Z )
X

0

s

f

x

focal plane

image plane

Intercept theorem (pinhole
perspective projection):

x
f =

(X − s)
Z ,

y
f =

Y − t
Z .

The projection coordinates for two different subaperture views (s1, t1), (s2, t2)
satisfy

x2 − x1 = − f
Z (s2 − s1), y2 − y1 = − f

Z (t2 − t1).

Result: for a given depth (distance) Z of a scene point to the focal plane,
there is a linear relationship between projection and view point coordinates.
The “scale factor” d = f

Z is called disparity.
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Illustration: epipolar plane images
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First idea: multi-frame stereo cost

Compare pixel p in reference view IR to corresponding pixel p − dbV ,R in
all others, i.e.

ρ(p, d) =
∑
V 6=R

‖ IR(p)− IV (p − dbV ,R) ‖ ,

where bV ,R is the baseline between R and V .

Straight-forward and works, but not very light-fieldish.

Maybe main drawback: No occlusion handling !
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Occlusion illustration

∫
Figure: Wang et al. ICCV 2015 17 / 76



generalization: the surface camera (SCam)

∫
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SCam: projection of a 3D point into all LF views

Intuition: SCam is a camera at a 3D point looking at the light field planes.

Note: often, SCam views are called angular patches.

∫
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SCam or angular patch in formulas

The angular patch or SCam Ap,d for pixel p in the reference view and
disparity d is

Ap,d(b) = L(p − db, b)
which depends on baseline b. By convention, b = 0 for the reference view
(usually the center of the angular patch).

Note: the standard stereo cost is a function of the corresponding angular
patch,

ρ(p, d) =
∑
V 6=R

‖Ap,d(bV ,R)− Ap,d(0)‖ .

Another popular cost function is the variance of the angular patch,
e.g. [Criminisi et al. 2005]
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Note on efficient computation of the SCams

Best done for all pixels p in parallel:

Choose disparity d

Shift every subaperture view IV by d · bV ,R to align corresponding pixels
with the reference view.

The stack of transformed views TV now corresponds to the SCam over
every pixel.

Intuition: can be understood as “shearing” of the EPIs to make epipolar lines
for a given disparity vertical.
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SCams and occlusion-aware cost volumes

Key idea: for a Lambertian unoccluded scene point, the SCam should be
constant across all views.

In empty space or inside an object, SCam pixels are probably inconsistent.

At occlusion boundaries, there might
be some pixels which are inconsistent,
but one color should still dominate.

Occlusion-aware cost intuition: Choose

ρ(p, d) =
{

small if Ap,d contains a large low-variance region
large otherwise.

A possible implementation of this idea is [Chen et al. CVPR 2014].∫
22 / 76



SCam: types of points

∫
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SCam vs. standard stereo dataterm

∫
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SCam view dependency

∫
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More sophisticated occlusion modeling

∫
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Occluder in angular patch

∫
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Occluder in an angular patch

Intuition from the above illustration:

Occluding edge orientation is the same in an angular patch as well
as the center view.

Thus, angular patch can be subdivided into occluded/unoccluded
region with a single line parallel to the local image edge.

The unoccluded region must have low color variance.
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Occluder in angular patch: view point shift

∫
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Focusing and angular patches

[Wang et al. 2015]∫
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Depth from focus

∫
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Refocus equation (occlusion-free case)

f

0

Z

focal plane

image planep

aperture

To construct refocused image at pixel p
in the reference view, with camera
focused at depth Z : sample over all
rays in the subaperture views which
correspond to p.

FZ (p) =
∑

V
w(V ) L

(
p − f

Z bV , bV

)
.

The weight w describes e.g the virtual aperture, or other optical effects.
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EPI view on refocusing

x

y

t

s

A light field is defined on a 4D volume parametrized by image coordinates (x , y) and view point
coordinates (s, t). Epipolar images (EPIs) are the slices in the sx- or yt-planes depicted to the
right and below the center view. By integrating the 4D volume along different orientations in the
epipolar planes (blue and green), one obtains views with different focus planes.

∫
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Relation of refocusing to SCams

Refocusing can be formulated in terms of the angular patch
corresponding to p and d = f

Z :

FZ (p) =
∑

V
w(V ) L

(
p − f

Z bV , bV

)
=
∑

V
w(V ) Ap,d (bV ).

This shows that refocusing and depth reconstruction are intimately
related. In particular, the pixel p is in focus if the angular patch Ap,d
has low variance.
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Practical refocusing

Analogous to SCam computation:

Choose disparity d

Shift every subaperture view Iu,v at (u, v) by dbu,v , where (u, v) is
the baseline with respect to the reference view.

The stack of transformed views Tu,v corresponds to the SCam over
every pixel.

Compute weighted average over every pixel to generate refocused
view.
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Refocusing and occlusions

Even if focused at the correct depth, occlusions can
lead to a blurred image as they “taint” the angular
patches.

∫
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Focus measures and focal stack cost volume

Key idea: create a stack of images focused to different depths. The
image from the stack which is “sharpest” around a pixel p corresponds to
the correct disparity level.
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Shape-from-focus: focal stack

∫
Image: Agarwala et al. SIGGRAPH 2004 38 / 76
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Shape-from-focus: focal stack
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Shape-from-focus: focus measure and cost

Idea: assign to each pixel in every image of the focal stack a number
which tells us how sharp the surrounding image region is.

Let W (p) be a little window around the pixel p in image Id focused at d ,
then a popular focus measure is the sum-modified Laplacian [Nayar 1992]

ρ(p, d) =
∑

q∈W (p)

∣∣∣∣∂2Id(q)
∂x 2

∣∣∣∣+ ∣∣∣∣∂2Id(q)
∂y 2

∣∣∣∣ .

∫
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Shape-from-focus: depth map

∫
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Focus stack / stereo integration

There have been experiments which show that one can improve
depth reconstruction by combining focus costs and stereo/SCam
costs.

However, it is not yet fully clear what the optimal weighting between
those is (should be image-adaptive).

In particular, where do we gain something from the focus measure
which we cannot learn from the SCam directly?

I believe a better idea is to use focal stack symmetry because this is
more complementary, see next slides.

∫
41 / 76



Focal stack symmetry

∫
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Focal stack symmetry

1
B B

B

d
B

d+δ

B

B
d−δ

The focal stack is symmetric around the true disparity !

∫
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Focal stack symmetry

1
B B

B

d
B

d+δ

B
d−δ

... however, occlusions destroy the symmetry property.

∫
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Focal stack symmetry

∫
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Remedy: partial focal stacks

1
B B

B
d+δ

B
d−δ

Under the assumption of not too small-scale occluders,
one direction is always occlusion-free.

∫
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Focal stack symmetry

∫
Strecke, Alperovich and Goldluecke CVPR 2017 47 / 76



Lambertian light fields: epipolar plane image structure

∫
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The 4D light field of a scene

A 2D horizontal cut (green) is called an epipolar plane image (EPI)

Wanner and Goldlücke, CVPR 2012 & TPAMI 2013∫
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Disparity estimation on an EPI

EPI from a recorded light field

[Wanner and Goldlücke, CVPR 2012 & TPAMI 2014]∫
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Disparity estimation on an EPI

EPI from a recorded light field

Structure tensor orientation estimate e1(T2.5)

[Wanner and Goldlücke, CVPR 2012 & TPAMI 2014]∫
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Disparity estimation on an EPI

EPI from a recorded light field

Structure tensor orientation estimate e1(T2.5)

Resulting depth estimate (slope of orientation)

[Wanner and Goldlücke, CVPR 2012 & TPAMI 2014]∫
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Dense depth via orientation estimation

light field center view estimated depth map (two EPI orientations fused)

[Wanner and Goldluecke CVPR 2012, CVPR 2013, VMV 2013, TPAMI 2014]∫
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EPI-orientation method: pros and cons

On the plus side:
No discrete depth labels. Method always operates at full accuracy.
Depth for all views at once.
(Relatively) fast. Only around 2 seconds for 768× 768× 9× 9.
Built-in regularization. Structure tensor integrates over neighbourhood.
Coherence measure gives some feedback on whether the estimate is
likely correct.

On the minus side:
Two directions which need to be fused.
Not all views are taken into account.
Severe problems at occlusions.
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Benchmarks for disparity estimation

∫
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Old benchmark data set: HCI 2013

ZZZ

Custom-made benchmark for dense light fields
5 real-world and 7 synthetic datasets
ground truth depth: Breuckmann smartSCAN
our accuracy is similar to multiview stereo
ours is the fastest available method

ZZZ

ray-traced light fields
real-world light fields

Wanner, Meister and Goldlücke VMV 2013∫
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A Benchmark for Depth Estimation on 4D Light Fields

∫
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A Benchmark for Depth Estimation on 4D Light Fields

http://lightfield-analysis.net

∫
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Overview

1 Introduction

2 Disparity and depth reconstruction

3 Inverse problems on ray space

4 Light field super-resolution

5 Summary
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The general inverse problem on ray space

Goal: Find a vector field U on ray space R which minimizes

argmin
U:R→Rd

{
J(U)︸ ︷︷ ︸

ray space regularizer

+ F (U)︸ ︷︷ ︸
data term

}
.

Π

Ω

(s, t)

(x , y) four-dimensional
ray space R

Goldlücke and Wanner CVPR 2013∫
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Regularization on ray space

Complete problem is 4D - too large to handle all at once.
Regularizer separated into independent 2D components on
epipolar plane images in (y , t) and (x , s) coordinates, as well as
pinhole views in (x , y) coordinates:

J(U) =

∫
Jepi(Uxs) d(x , s)

+

∫
Jepi(Uyt) d(y , t)

+

∫
Jview(Ust) d(s, t).

Goldlücke and Wanner CVPR 2013∫
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Epipolar plane image regularization

Regularization in the direction of epipolar lines
given by the disparity field ρ:

d = [ρ 1]

Achieved by anisotropic total variation

Jepi(Uyt) :=
d∑

i=1

∫ √
(∇U i

yt)T Dρ∇U i
yt d(x , s),

tensor Dρ encodes direction information.

Goldlücke and Wanner CVPR 2013∫
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Example: light field denoising

TV-L2 denoising model

F (U) =
1

2σ2

∫
R

(U − F )2 d(x , y , s, t)

Original (closeup) With Gaussian noise Single view denoising Ray space denoising

σ = 0.2, PSNR=14.69 PSNR=27.91 PSNR=30.75

σ = 0.2, PSNR=15.35 PSNR=27.09 PSNR=28.72

σ = 0.2, PSNR=14.66 PSNR=22.61 PSNR=24.46∫
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Special case: unknown disparity map

Occlusion ordering constraints on disparity maps

λj

λi

ni

Allowed transition

λj

λi

ni

Forbidden transition

Depth λi < λj , corresponding to direction ni
⇒ transitions only allowed orthogonal to ni

∫
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Special case: unknown disparity map

Variational energy for the constraints

For disparity map ρ corresponding to direction d :

E (ρ) =

∫
min(∇±d ρ, 0)2 d(y , t)

Disparity estimation results
disparity MSE in pixels ·102

Regularization none single view rayspace constrained

Average 4.602 2.727 2.240 1.997

Goldlücke and Wanner CVPR 2013∫
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Light field inpainting

Inpainting model

argmin
U:R→Rd

{J (U)}

such that U = F on Ω \ Γ,

where Γ ⊂ R is a region where F is unknown.

Results (total variation regularizer)

Damaged input Spatial inpainting (TV) Light field inpainting

∫
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Inpainting as a form of view interpolation

EPI with 5 input views super-resolved to 17 views

Input view Linear interpolation Light field inpainting, Light field inpainting
interpolated disparity inpainted disparity

Input disparity Linear interpolation Disparity map inpainting Inpainting with constraints∫
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Multilabel segmentation (single image)

Indicator function uγ : Ω→ {0, 1} for each label γ:

u1 = 1, all others zero

u3 = 1, all others zero

u4 = 1, all others zero

u2 = 1, all others zero

∑
γ uγ must be one !

Potts segmentation model (penalization of interface length)
with pointwise assignment costs cγ for each label:

argmin
uγ :Ω→{0,1},

∑
γ

uγ =1

∑
γ

∫
Ω

1
2 |Duγ |+ cγuγ dx .

∫
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Segmentation results (Potts regularizer)
user scribbles single view labeling light field labeling

96.3% correct 99.1% correct

92.3% correct 99.5% correct
Wanner, Strähle and Goldlücke CVPR 2013∫
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Overview

1 Introduction

2 Disparity and depth reconstruction

3 Inverse problems on ray space

4 Light field super-resolution

5 Summary
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Plenoptic cameras: tradeoff in resolution

Plenoptic camera raw image

Sensor surface is used for both angular and spatial sampling
Loss of resolution - can it be recovered?

Super-resolution: use information in overlapping views to increase
detail
View synthesis: infer novel view from existing views of a scene

∫
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Super-resolution image formation model
on Ωi on Γ

lo
w-

re
so

lu
tio

n

Input view vi Disparity map di Forward warp vi ◦ βi

hi
gh

-re
so

lu
tio

n

Backward warp u ◦ τi Visibility mask mi Novel view u

Wanner and Goldlücke ECCV 2012∫
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Generative model for super-resolved view synthesis

Backward warp is downsampled to low-res input views

Exact model:

vi = b ∗ (u ◦ τi ) inside the region where mi = 1

Variational energy:

E (u) = σ2
∫

Γ

|Du|+
n∑

i=1

1
2

∫
Ωi

mi (b ∗ (u ◦ τi )− vi )
2 dx

MAP estimate for Gaussian noise, TV prior

Wanner and Goldlücke, ECCV 2012 & TPAMI 2013∫
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Explicit model for inaccuracy in depth estimates

vi u

u′

Depth

distribution

uncertainty
Geometric

xi

Exact derivation of almost all heuristics
commonly used in image-based rendering

Pujades, Goldlücke, Devernay, CVPR 2014∫
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Real-world results (Raytrix camera)

Wanner and Goldlücke, ECCV 2012 & TPAMI 2013∫
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Real-world results (Raytrix camera)

Wanner and Goldlücke, ECCV 2012 & TPAMI 2013∫
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Summary
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Summary

Disparity and depth reconstruction
SCams and angular patches
Angular patch consistency
Occlusion modeling
Refocusing and focal stacks
Focal stack symmetry
Epipolar plane image structure

Inverse problems on ray space
Light field denoising model
Light field labeling
Light field spatial and angular inpainting

Spatial and angular light field super-resolution
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